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1 Introduction

There has been recent interest in Gaussian processes with neural network parameterized kernels, a
framework referred to as deep kernel learning [1, 2, 3, 4, 5]. While the idea of ’deep-ifying‘ kernels
is not new [6, 7], only recently have they been trained end-to-end. This is largely due to advances
in inducing point [8] and variational [9] methods which allow for scalable inference. However,
current methods fail to propagate the uncertainty in neural network weights during training. While
the Gaussian process layer in deep kernel learning can provide uncertainty estimates at testing, the
estimates also fail to account for uncertainty in the neural network weights.

In the Bayesian deep learning literature, uncertainty in neural network weights is approached in one
of two ways. One approach develops new training procedures that facilitate approximate variational
inference [10, 11, 12, 13, 14]. The other reinterprets successful methods in the deep learning literature
as approximate variational inference [15, 16, 17].

More recently, batch normalization [18] has been reinterpreted as approximate variational inference
[19]. In this work, we propose batch normalization as a way of propagating uncertainty in deep kernel
learning. We show that this formulation naturally corresponds to variational inference on the neural
network weights and we derive variance estimates that account for uncertainty in the neural network
weights.

2 Background

Gaussian process classification imposes a Bernoulli likelihood assumption as well as a probit
inverse link function φ(x) = P (x < Z) where Z ∼ N(0, 1). Then, if we draw f from a Gaussian
process prior p(f) = N (0,K), we have the following joint distribution

P (y, f) = N (f |0,K)

N∏
n=1

φ(fi(x))
yi [1− φ(fi(x))]1−yi

Where K is the kernel matrix, given by the kernel function evaluted at pairs of features. In particular,
it specifies the covariance structure, i.e. [K]ij = k(xi, xj).

Variational Approximation The marginal likelihood implicit in the joint distribution specified above
is not tractable due to the non-conjugate nature of the likelihood. Instead, we default to variational
techniques [20, 21] to approximate the posterior. We follow the scalable variational framework of [9],
writing the evidence lower bound as

log p(y) ≥ Eq(u)[log p(y|u)]−KL[q(u)||p(u)] (1)

The variational bound derived in [9] uses the fact that log p(y|u) ≥ Ep(f |u) log(p|f)) and substituting
into (1) we get

log p(y) ≥ Eq(f)[log p(y|f)]−KL[q(u)||p(u)]

where q(u) = N (m,S), p(u) = N (0,Kmm) and KL(q||p) =
∫
q(x) log(q(x)/p(x))dx.
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Batch normalization [18] refers to the normalization of inputs at each layer l, x̂l = xl−E[xl]√
Var[xl]

. When

training is done over a minibatch {x0i }Bi=1, then E[xl] ≈ µl = 1
N

∑B
i x

l
i and

√
Var[xl] ≈ σl =√

1
B−1

∑B
i=1(x

l
i − µl)2. The result is a reduction in internal covariance shift and an improvement

in testing performance. [19] shows that batch normalization can be interpreted as approximate
variational inference on the weights of a deep neural network. In this paper, we show that this
correspondence is exact when the implicit variational family q(w) is known.

3 Deep kernel learning with weight uncertainty

Deep kernel learning [1, 2, 3, 4, 5] is the end-to-end learning of Gaussian process kernels composed
with deep neural networks hw : Rd → Rk where the neural network is parameterized by its weights
w. It is trivial to show that, for any valid kernel function k, k ◦ hw is also a kernel. However, if hw is
stochastic, then k(hw(x), hw(x)) requires that hw(x) is evaluated once to ensure symmetry.

Batch normalized deep kernel learning In this paper, we consider hw to be a batch normalized neu-
ral network with isoptropic Gaussian priors on the weights. Then, the Gaussian process classification
variational objective [9] can still be written as:

log p(y) ≥ Eq(u,w)[log p(y|u,w)]−KL[q(u,w)||p(u,w)]

Using the inequality log p(y|u,w) ≥ Ep(f |u,w) log(p|f)), we get that

log p(y) ≥ Eq(f)[log p(y|f)]−KL[q(u,w)||p(u,w)]

Where we wrote q(f) =
∫
p(f |u,w)q(u,w)dudw =

∫
p(f |u,w)q(u|w)du q(w)dw. We use the fact

that q(f |w) =
∫
p(f |u,w)q(u|w)du = N (Am,Knn + A(S −Kmm)AT ) where A = KnmK

−1
mm

and Knn denotes the covariance matrix given by the kernel function evaluated at the data points,
[Knn]ij = k(hθ(xi), hθ(xj)). Knm is the covariance matrix given by the kernel function eval-
uate at the data points with the inducing points, [Knm]ij = k(hθ(xi), hθ(uj)). Lastly, Kmm is
the covariance matrix given by the kernel function evaluated at the inducing points, [Kmm]ij =
k(hθ(ui), hθ(uj)). Then we are left with

∫
q(f |w)q(w)dw. This is intractable in general, due to the

non-linearities used in deep neural networks. However, under the stochastic sampling of minibatches,
we are implicitly sampling from the weights w. Hence, batch normalization facilitates an easy way
of sampling

∫
q(f |w)q(w)dw, by sampling minibatches and evaluating the kernel function given a

minibatch.

Turning our attention to the KL term, notice that KL[q(u,w)||p(u,w)] =
Eq(w)[KL[q(u|w)||p(u|w)]] + KL[q(w)||p(w)]. The first term is easy to evaluate, since it
is implicitly evaluted in the sampling of minibatches. The second term, KL[q(w)||p(w)], poses
an issue since we do not explicitly specify a variational family over w. If we had this term, we
would have a correspondence between variational inference of the neural network weights, and batch
normalized training. Since we do not have this term, we ignore it and continue with an approximate
variational inference scheme on weights.

Prediction The predictive distribution with weight uncertainty closely follows that of [9]. If we want
to predict a test point x∗, then we need the posterior of the latent gaussian process value f∗.

p(f∗|y) =
∫
p(f∗|f, u, w)p(f, u, w|y)dfdudw

≈
∫
p(f∗|f, u, w)p(f |u,w)q(u|w)q(w)dfdudw

= Eq(w)

[∫
p(f∗|u,w)q(u|w)du

]
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The mean and variance of f |w, denoted by µ2
w and σw, is tractable with respect to the distribution

p(f∗|w) =
∫
p(f∗|u,w)q(u|w)du for given w. Then by sampling M minibatches, we have

V ar(f∗) = Ep(f∗|y)[(f
∗)2]− Ep(f∗|y)[f

∗]2

=
1

M

M∑
i=1

[
Ep(f∗|ŵi)[(f

∗)2)
]
−

[
1

M

M∑
i=1

Ep(f∗|ŵi)[f
∗]

]2

=
1

M

M∑
i=1

[
σ2
ŵi

+ µ2
ŵi

]
−

[
1

M

M∑
i=1

µŵi

]2

Batch normalization versus dropout as a proxy for uncertainty It has been noted in the literature
[22] that dropout, interpreted as a form of approximate Bayesian inference in neural networks,
provides measures of risk, but not uncertainty.

To see how batch normalization provides a proxy for uncertainty, note that the effective neural network
weights depend on the data. While a specific minibatch corresponds to a fixed set of weights, the
stochasticity inherent in sampling a minibatch corresponds to a sampling a set of weights. Essentially,
batch normalized neural networks use the first and second moments of each layer as a proxy for the
distribution over weights of a Bayesian neural network without batch normalization. Hence, the batch
normalizion provides measures of uncertainty, but not risk, since there is confusion over which model
parameters (neural network weights) apply over a number of minibatches.

Lastly, we note that dropout in deep kernel learning drives the necessary cholesky decomposition to a
singularity. The reasons for this are unclear, however we have not seen the use of dropout in other
neural network and Gaussian process hybrid models, indicating similar issues.

4 Experiments

We consider a binary classification task on the MNIST dataset between even and odd digits, and
benchmark deep kernel learning against standalone deep neural networks with and without batch
normalization. The architecture is the same for all models. However, deep kernel learning models
have a final gaussian process layer, while deep neural networks have an extra feed forward layer.

Referring to Figure 1 (left), we see that DKL-BN is the best performer when n = 10 and again when
n = 50000. In Figure 1 (right), we see that the size of the minibatch improves performance, partially
due to the increased capacity of the inducing variables as well as the reduction in covariate shift by
batch normalization. However, diminishing returns begin to occur when the minibatch size is large
relative to the sample size. Lastly, we look at the most ambiguous predictions, which we define as
argmax

x
f(x)(1− (f(x))). We can see that both models have difficulty telling whether Figure 2 (left)

is a 5 or a 6, and hence have difficulty determining if it is odd or even. They both lean towards an odd
number since the mean prediction is greater than 0.5. Similarly for Figure 2 (right), DKL cannot tell
whether the digit is a 1 or a 2. We see that DKL-BN is able to improve greatly over DKL’s worst case,
especially in terms of variance. On the other hand, DKL improvement over DKL-BN in its worst
case is marginal in comparison. It is still not certain in its decision, evidenced by the relatively high
variance.

DKL-BN DKL
Mean Var Mean Var

Fig 2 (left) 0.656 0.225 0.732 0.195
Fig 2 (right) 0.917 0.075 0.494 0.499

Table 1: Mean prediction and associated variance
estimated by both models under the points with
maximal ambiguity. Note, a mean of 1.0 and 0
variance indicates that the MNIST digit is certainly
odd

Figure 2: MNIST digits that maximize
ambiguity for DKL-BN (left) and DKL
(right)
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Figure 1: Left: Accuracy for the Deep Kernel Learning (DKL) and Deep Neural Network (DNN)
models, with and without Batch Normalization (BN), as sample size increases. Right: Accuracy for
DKL-BN for n = 1000 and n = 50000 as minibatch size increases

5 Discussion

In this paper, we proposed batch normalized deep kernel learning as a way of incorporating weight
uncertainty. Similar to standalone deep neural networks, the inclusion of batch normalization
improves testing performance. Additionally, batch normalized deep kernel learning greatly improves
the estimated variance, which demonstrates that the model knows what it does not know. For future
research, a proper approximation of the KL divergence between the weights’ variational and prior
distribution would be of interest. Another potential extension is to recurrent structure, such as
GP-LSTM [4]. From this, it is clear that a Bayesian treatment of deep learning is illuminating for
both Bayesian modelling and deep learning.
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A Implementation Details

Tensorflow [23] and GPflow [24] were used for implementation. Tensorflow is a standard neural net-
work and machine learning library that implements automatic differentiation for optimization. GPflow
is a Gaussian process framework built on top of Tensorflow. Specifically, we our base neural network
shared between deep kernel learning and standalone neural networks are as follows: Convolutional
(filter 32, kernel size 3) - Convolutional (filter 64, kernel size 3) - Feedforward(100 hidden units).
ReLU activations are used between every layer and, when the model uses it, batch normalization.
The standalone neral network then has: Feedforward(100 hidden units) - Feedforward(2 output units).
While, the Gaussian process layer has: Feedforward(2 hidden units) - Gaussian process layer. The
optimization was done via Adam optimizer [25] with α = 0.001.
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