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Abstract

Multi-fidelity approaches improve the inference of a high-fidelity model which
is constructed using a small set of accurate observations, by taking advantage of
its correlations with a low-fidelity model built using a larger set of approximated
data. Most existing multi-fidelity methods consider the inputs of the low and high
fidelity models defined identically over the same input space. However, it happens
that the low fidelity model variables are defined over a different space than the
variables of the high fidelity model due to different modeling approaches i.e. input
spaces with different dimensionality and different nature of the variables. Recently,
Deep Gaussian Processes have been used to exhibit the correlations between the
low and high fidelity models. In this paper, Deep Gaussian Processes for multi-
fidelity (MF-DGP) are extended to the case where the input spaces of the low and
high fidelity models are different. Moreover, the learning capacity of MF-DGP is
improved by proposing an optimization approach for the inducing inputs and by
using natural gradients for the variational distributions of the inducing variables
which also allows time reduction in the training.

1 Introduction

High-fidelity (HF) models are constructed using accurate data of the inputs/outputs to be observed.
However, obtaining a real observation is usually an expensive task, hence the HF models are based
on a limited dataset. To reinforce these models, approximations of the real response to be observed
are made in order to construct low-fidelity (LF) models with a larger set of data. The correlations
between the LF and HF models are exhibited within a multi-fidelity model enabling the improvement
of the high-fidelity prediction. Gaussian Processes (GPs) [1] are a popular approach for multi-fidelity
modeling. The Auto-Regressive (AR1) [2][3] approach assigns a GP prior to each fidelity t, where
the HF prior ft(·) is equal to the LF prior ft−1(·) multiplied by a scaling factor ρ plus an additive
bias function γt(·):

ft(x) = ρft−1(x) + γt(x),∀x ∈ Rd (1)

This formulation assumes only a linear relationship between the fidelities. A more global approach
considers the HF prior equal to a non-linear transformation of the LF prior by a GP prior gt(·) plus
an additive bias function:

ft(x) = gt (ft−1(x)) + γt(x),∀x ∈ Rd (2)
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This relationship has given rise to two approaches: the Non-linear Autoregressive multi-fidelity
GP model (NARGP) [4] and the Multi-Fidelity Deep Gaussian Process model (MF-DGP) [5]. The
NARGP simplifies the relationship by considering each fidelity as a transformation of the GP posterior
of the lower fidelity, which enables the GPs to be trained sequentially. MF-DGP, on the other hand,
keeps the exact relationship, which comes back to a Deep Gaussian Process (DGP) [6] where each
layer corresponds to a fidelity level. MF-DGP proves to have better accuracy tthe interactions between
the fidelities [5]. MF-DGP is based on the sparse DGP approximation proposed in [7]. However,
since the inputs of the intermediate layers are the combination of the points in the original input space
with their corresponding function evaluations, freely optimizing the inducing inputs is not adequate.
In [5] the inducing inputs are fixed to arbitrary values. Moreover, the optimization of the variational
distributions is performed using ordinary gradients, which can be inappropriate when optimizing a
distribution as mentioned in [8]. The first contribution of this paper is a new optimization approach
for the inducing inputs of the intermediate layers, and the use of natural gradients in the optimization
of the variational distributions to get a better variational lower bound in less iterations.

All the approaches presented previously assume that the input spaces of all the fidelities are defined
identically in terms of input variables. However, this is not always the case. In fact, due to either
different modeling approaches from one fidelity to another, or an omission of some variables in the
lower fidelity models, the input spaces may differ in the form of the parametrization and also in the
dimensionality. The second contribution of this paper is to generalize MF-DGP to the case with
different input spaces. This is accomplished by a new model formulation of MF-DGP incorporating
the mapping between the input spaces in a non-parametric way, based only on the nominal values of
the mapping of the inputs data from one fidelity to another.

2 Improvements of MF-DGP

2.1 Description of Multi-Fidelity DGP

Let consider s levels of fidelity, and nt inputs Xt ∈ Mnt,d and their corresponding evaluations
yt ∈ Rnt at each fidelity t ∈ {1, . . . , s}. A DGP is considered where each layer corresponds to a
fidelity. Moreover, the GP at each layer depends not only on the input data at this fidelity but also on
all the previous fidelity evaluations for the same input data. To this end, ftl denotes the evaluation
at the layer l of Xt the input data at the fidelity t (Fig. 2). This formulation of DGPs imposes the
definition of a combination of covariance functions at each layer taking into account the correlation
between the inputs as well as the correlation between the outputs:

kl(x(i), x(j)) = kρl (x(i), x(j))kf−1l

(
f∗l−1(x(i)), f∗l−1(x(j))

)
+ kγl (x(i), x(j)) (3)

where f∗l−1(·) denotes the posterior of the GP at the layer l − 1, kρl and kγl are respectively an input
space-dependent scaling factor and an input space-dependent bias, while kf−1l is the covariance
between the evaluated outputs at the previous layer.

The DGP approximations follow the variational approximation presented in [7]. At each layer a set
of inducing inputs / outputs (Zl,ul) are introduced and the following variational approximation is
considered:

q
(
{{ftl}tl=1}st=1, {ul}sl=1

)
=

s∏
t=1

t∏
l=1

p(ftl |ul; {f
t
l−1, X

t}, Zl−1)×
s∏
l=1

q(ul) (4)

where q(ul) is the approximated variational distribution of ul. The variational evidence lower bound
(ELBO) is then obtained:

LMF−DGP =

s∑
t=1

nt∑
i=1

E
q(f

(i),t
t )

[
log p(y(i),t|f (i),tt )

]
−

s∑
l=1

KL [q(ul)||p(ul;Zl−1)] (5)

where KL corresponds to Kulblack-Leibler divergence. More details in this derivation can be found in
[5], [7]. This bound is optimized with respect to {Zl, q(ul)}sl=1 and the GP hyperparameters at each
layer {Θ}sl=1. However, optimizing the variational distributions q(ul)}sl=1 using ordinary gradient
can be not appropriate. Moreover, in the case of MF-DGP, the inputs at each layer are a combination
of inputs in the original input space with the outputs of the previous layer, hence, optimizing freely
the inducing inputs is not adequate.
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2.2 First improvement of MF-DGP

The inference in MF-DGP using the sparse variational GP approximation comes back to maximizing
the ELBO with respect to the hyperparameters of the GPs {Θ}sl=1 the induced inputs {Zl}sl=1
and also the variational distributions {q(ul)}sl=1. Including the variational distributions makes the
parameter space not Euclidian, hence, the ordinary gradient is not the suitable direction to follow. In
fact, the variational distribution parameter space has a Riemannian structure defined by the Fisher
information [8]. In this case, the natural gradient which comes back to the ordinary gradient rescaled
by the inverse Fisher information matrix, is the steepest descent direction. Natural gradients were
used in the case of conjugate variational inference in GP [9] and also in the non-conjugate case [10]
where an efficient computation has been proposed. A generalization to MF-DGP is proposed in this
work. Specifically, an optimization procedure is used, consisting of a loop between an optimization
step using a stochastic ordinary gradient (Adam Optimizer [11]) with respect to the Euclidian space
parameters ({Θ}sl=1, {Zl}sl=1) and an optimization step using the natural gradient with respect to all
the variational distributions (q(ul)}sl=1) (lines 8,9 of Algorithm 1) .

This optimization approach was compared to the classic training method using only Adam Optimizer
[5] on three different multi-fidelity problems (Currin [12], Park[12], Branin [4]). Using natural
gradient shows faster convergence of the ELBO than the former approach (Fig 1).
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Figure 1: Comparison of the evolution of the optimization of the ELBO on three different multi-
fidelity problems using the Adam Optimizer and the proposed approach based on natural gradient

2.3 Second improvement of MF-DGP

One of the major difficulties in MF-DGP is the optimization of the inducing inputs {Zl}sl=1. In [5] the
inducing inputs were arbitrary fixed and not optimized. In fact, except for the first layer, the inducing
inputs in MF-DGP do not play the same role as in classic DGPs, where they are defined in the original
input space. Specifically, the input space of the inner layers of the MF-DGP is augmented with the
output of the previous layer, inducing a non-linear dependence between the d first components and
the d+ 1 component of each element in this augmented input space. Hence, freely optimizing Zl
(with 2 ≤ l ≤ s) as vectors with independent components is no longer suitable.

To overcome this issue, {Zl}sl=2 are constrained as follows:

Zl =
[
Zl,1:d, f

∗
l−1(Zl,1:d)

]
;∀2 ≤ l ≤ s (6)

where f∗l−1(·) corresponds to the prediction at the previous layer. This constraint keeps a dependency
between Zl,d+1 and Zl,1:d, allowing to remove Zl,d+1 from the expression of the ELBO. Hence the
optimization is done with respect to Zl,1:d instead of Zl (lines 7,8 of Algorithm 1) .

These two proposed improvements are summarized in Algorithm 1. Combining this optimization
approach of the inducing inputs along with the use of natural gradients for the variational distributions,
improves the learning capacity of MF-DGP as shown in Table 1. The proposed approach has been
compared with AR1, NARGP and regular MF-DGP in the same benchmark of 4 analytical functions
as used in [5] (Currin, Park, Borehole [12], Branin). For AR1, NARGP and regular MF-DGP, the
’emukit’ library [13] is used. 20 repetitions on different Design of Experiments (DoE) have been
performed. The improved MF-DGP shows the best results in prediction accuracy and in uncertainty
quantification with a large robustness to different DoE. On the Borehole problem , it gives comparable
results to the AR1. This is explained by the fact that the Borehole problem shows strong linearity
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Algorithm 1 ELBO Optimization
1: Initialization of the number of maximum iterations. maxiter
2: Initialization of the hyperparameters of the kernels {Θ(0)}sl=1.

3: q(u(0)
l )← N

(
yl,Σ(0)

l

)
,∀1 ≤ l ≤ s. For optimization stability Σ

(0)
l is fixed at low values.

4: Z(0)
l,1:d = X l,∀1 ≤ l ≤ s

5: i← 0
6: while 0 ≤ i ≤ maxiter do
7: Z

(i)
l ←

[
Z

(i)
l,1:d, f

∗
l−1(Z

(i)
l,1:d)

]
;∀2 ≤ l ≤ s

8: ELBO(i+1), {Z(i+1)
l,1:d }sl=1, {Θ(i+1)}sl=1 ← Adam step

(
ELBO(i), {Θ(i)}sl=1, {Z

(i)
l,1:d}sl=1}

)
9: ELBO(i+1), {q(u(i+1)

l )}sl=1 ← Natural gradient step
(
ELBO(i+1), {q(u(i)

l )}sl=1

)
10: i← i+ 1
11: end while
12: return ELBO(i), {Z(i)

l,1:d}sl=1, {Θ(i)}sl=1, {q(u(i)
l )}sl=1

Table 1: Performance of the different multi-fidelity models on 4 different problems using 20 repetitions
with different DoE. R2 refers to the R squared error, MNLL to the mean negative test log likelihood,
RMSE to the root mean squared error, and std to the standard deviation. Currin and Park (Din = 2)
problems are modeled with 12 inputs data on the LF and 5 inputs data on the HF. Borehole (Din = 8)
is modeled with 60 inputs data on the LF and 5 inputs data on the HF. Branin (Din = 2) is used with
80 inputs data on the lower fidelity, 30 on the medium fidelity and 5 inputs data on the higher fidelity.

Approach AR1 NARGP
Functions R2 MNLL RMSE std

RMSE
R2 MNLL RMSE std

RMSE
Currin 0.8994 46.400 0.7355 0.2131 0.8743 123.398 0.8147 0.2572
Park 0.9831 299.463 0.5809 0.2100 0.8792 213.759 1.0986 1.2420

Borehole 0.9998 -3.777 0.0047 0.00097 0.9968 -2.503 0.0226 0.0120
Branin 0.1944 15810.3 0.1765 0.0658 0.0241 4285.26 0.2034 0.0344

Approach MF-DGP MF-DGP improved
Functions R2 MNLL RMSE std

RMSE
R2 MNLL RMSE std

RMSE
Currin 0.8856 1.6834 0.7427 0.3398 0.9148 1.4165 0.6735 0.2056
Park 0.8436 1.1616 1.1364 1.496 0.9852 0.8807 0.5693 0.0969

Borehole 0.9986 -2.006 0.0168 0.0032 0.9994 -2.733 0.0107 0.0016
Branin 0.3592 3.5977 0.1541 0.0665 0.5865 5.0382 0.1256 0.0480

between the fidelities. The results given by the improved MF-DGP are better than the regular
MF-DGP on the four problems, in prediction accuracy, uncertainty quantification and robustness to
DoE.

3 MF-DGP with different input spaces

3.1 Problematic

To handle varying input spaces for the different fidelities, a nominal mapping (based on theoritical
insight of the multi-fidelity problem) is required that expresses the relationship between the different
input spaces. It is possible to define a more adapted mapping between fidelities in order to exhibit
missing physics between fidelities. The Input Mapping Calibration (IMC) is a recent approach [14]
consisting in finding such a mapping gβ(·) that is parametric. The parameters are obtained by mini-
mizing the difference between the LF and HF model outputs on the HF data points. A regularization
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Figure 2: Graphical representation of MF-DGP
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Figure 4: Graphical representation of MF-DGP
with different input spaces.

term R(β,β0) can be taken into consideration based on the nominal mapping parameters β0:

β∗ = argmin
β

(nhf∑
i=1

(
fhf (xhf,(i))− flf

(
gβ(xhf,(i))

))2
+R(β,β0)

)

where nhf is the number of high fidelity training data points. The high-fidelity data is then projected
with the obtained mapping on the low-fidelity input space, and a multi-fidelity model with the same
input spaces can be used (Fig 3). However, this optimization of the mapping parameters is done
previously to the training of the multi-fidelity model, which prevents the parameters of the mapping
to be updated, once the model is optimized. Moreover, the correlations over the original HF input
space are not taken into account, since the multi-fidelity model is trained only on the lower fidelity
input space.

3.2 Proposed model

Let (Xt, yt) be the couple of inputs/outputs of each fidelity t ∈ {1, . . . , s}, where s is the number of
fidelities. Let Dt be the dimension of the input data of fidelity t. Since each fidelity is defined on its
own input space, MF-DGP can not be used directly. To overcome this issue, a GP mapping between
the input spaces is considered. Specifically, a GP Ht(·) is used as a mapping between the input spaces
of two successive fidelities t and t + 1. The input mapping GPs have parametric mean functions
which are initialized on the nominal mapping functions. The model obtained is a two-level DGP,
where the first level maps between the different fidelity input spaces and the second level propagates
the fidelities evaluations (Fig 4). Hence, the mapping between the input spaces of the fidelities is
defined within the multi-fidelity model. This allows a joint optimization of the mapping and of the
multi-fidelity model. Moreover, using a GP as a mapping induces an uncertainty quantification and
avoids over-fitting compared to parametric mapping. Finally, this model keeps the original input
space correlations, since X l is used as input for fl, unlike IMC where the projection of X l on the
lower fidelity input space is used.

The latent variables involved in this two-level DGP are {{ftl}tl=1}st=1, {ul}sl=1 and
{{Ht

l }tl=1}st=1, {Vl}s−1l=1 , whereHt
t = Xt and Vl are the inducing variables introduced at the mapping
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layer l, and Wl+1 their corresponding inducing inputs. A similar sparse variational approximation to
the one used in MF-DGP is followed:

q
(
{{ftl}tl=1}st=1, {ul}sl=1, {{Ht

l }tl=1}s−1t=1 , {Vl}
s−1
l=1

)
=

s∏
t=1

t−1∏
l=1

[
p(ftl |ul; {f

t
l−1, H

t
l }, Zl−1)

p
(
Ht
l |Vl;Ht

l+1,Wl+1

)]
×

s∏
t=1

p(ftt|ut; {f
t
t−1, X

t}, Zt−1)×
s∏
l=1

q(ul)×
s−1∏
l=1

q(Vl)

(7)

The variational lower bound on the marginal likelihood is then obtained:

L =

s∑
t=1

nt∑
i=1

E
q(f

(i),t
t )

[
log p(y(i),t|f (i),tt )

]
−

s∑
l=1

KL [q(ul)||p(ul;Zl−1)]

−
s−1∑
l=1

KL [q(Vl)||p(Vl;Zl+1)]

(8)

The prediction of a test data X∗,t0 belonging to the input space of fidelity t using the two-level
MF-DGP is straightforward. This consists in propagating the test data X∗,t0 through the first level
of the DGP allowing the projection of the test data on the lower fidelity inputs spaces to obtain
H∗,t0t0−1, . . . ,H

∗,t0
1 , then a propagation through the second level to propagate the evaluation at the

different fidelities. Hence, a prediction of X∗,t0 with fidelity t is:

q(f∗t ) =
1

k

k∑
j=1

q
(

fj,∗t |q(ut); {fj,∗t−1, H
j,∗,t0
t }, Zt−1

)
(9)

Where k is the number of samples propagated using a Monte Carlo sampling.

3.3 Numerical experiments

To evaluate the efficiency of the proposed model and to compare it with the reference approaches
(IMC coupled to AR1, NARGP, MF-DGP), two analytical test cases have been defined.
Problem 1: The first test case is the Park multi-fidelity problem [12] where the low fidelity is
considered only with two variables (Eq. 10 and Eq. 11). This problem describes the case where the
low fidelity does not take into account some variables in the modeling process. The nominal mapping
is naturally the identity mapping of the HF variables (Eq. 12).
The high-fidelity function is four dimensional with an input domain [0, 1]4:

fhf (x1, x2, x3, x4) =
x1
2

(√
1 + (x2 + x23)

x4
x21
− 1

)
+ (x1 + 3x4) exp (1 + sin(x3)) (10)

The low-fidelity function is two dimensional with an input domain [0, 1]2:

flf (x1, x2) =

(
1 +

sin(x1)

10

)
fhf (x1, x2, 0.5, 0.5)− 2x1 + +x22 + 0.75 (11)

The used nominal mapping is a linear mapping XTA0 + b0 with:

A0 =

1 0
0 1
0 0
0 0

 and b0 = [0, 0] (12)

Problem 2 : The second test case is a problem describing the case where the input spaces have
different parametrization defining variables with different nature (cartesian and polar parametrization),
in addition to different dimensionality (Eq. 13 and Eq. 14). The nominal mapping is a linear
transformation based on first order Taylor series of the HF variables (Eq. 15):
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The high-fidelity function is three dimensional with an input domain [0, 1]3:

fhf (r, θ, φ) =3.5
(
r cos

(π
2
θ
))

+ 2.2
(
r sin

(π
2
θ
))

+ 0.85
(∣∣∣r cos

(π
2
θ
)
− 2r sin

(π
2
θ
)∣∣∣)2.2

+
2 cos(πφ)

1 + 3r2 + 10θ2
(13)

The low-fidelity function is two dimensional with an input domain [0, 1]2:

flf (x1, x2) = 3x1 + 2x2 + 0.7(|x1 − 1.7x2|)2.35 (14)

The used nominal mapping is a linear mapping XTA0 + b0 with:

A0 =


√
2
2

√
2
2

−π
√
2

8
π
√
2

8
0 0

 and b0 = [
π
√

2

16
,−π
√

2

16
] (15)

Table 2 presents the results obtained by the proposed approach (MF-DGP Integrated Projection
MF-DGP-IP) and a comparison to the results obtained by AR1, NARGP, MF-DGP coupled with
the IMC approach and also with MF-DGP using only the nominal mapping. The experimentation
has been repeated on 20 different DoE. On the two problems, MF-DGP-IP is more efficient than the
IMC approach on the prediction and also in uncertainty quantification and is also more robust to the
DoE. Moreover, it is interesting to observe that MF-DGP-IP enables the discovery of hidden physics
which were not described in the nominal mapping since the results obtained are better than using
only MF-DGP with only the nominal mapping.

Table 2: Performance of the different multi-fidelity models on the test problems using 20 repetitions
with different DoE. R2 refers to the R squared error, MNLL to the mean negative test log likelihood,
RMSE to the root mean squared error. 30 inputs data on the LF and 5 inputs data on the HF are used.

Problem 1
Algorithms R2 MNLL RMSE std RMSE
HF model 0.5729 2082.116 2.7852 1.2424

MF-DGP-IP 0.8312 16.8401 1.7868 0.69224
MF-DGP IMC 0.661398 33.702 2.5399 0.95609

MF-DGP nominal 0.67055 40.034 2.367 1.2485
AR1 0.6076 161220 2.7801 0.89725

NARGP 0.62281 1383 2.6754 1.02314
Problem 2

Algorithms R2 MNLL RMSE std RMSE
HF model 0.67619 86.9156 0.82865 0.38172

MF-DGP-IP 0.82173 1.02519 0.66339 0.11
MF-DGP IMC 0.76628 5.56258 0.76232 0.1672

MF-DGP nominal 0.6756 2.7010 0.8996 0.1958
AR1 0.78467 98.3183 0.73618 0.14806

NARGP 0.73274 2221.3 0.80993 0.272

4 Conclusion

The contribution of this paper is twofold: Firstly, improvements of MF-DGP were presented, overcom-
ing its previous limitations. Experiments on analytical problems have demonstrated the improvements
of its prediction accuracy, uncertainty quantification and robustness to DoE. Secondly, a generaliza-
tion of MF-DGP to different definitions of input spaces, was accomplished by proposing a two-level
MF-DGP. Experimentations on analytical test cases show promising results of the proposed approach.
Next steps will consist in the application to real world engineering problems to assess the performance
in complex cases and also to problems with more than two fidelities.
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